Reliability in urban freight distribution: A Markovian approach
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Abstract

A key element in assessing reliability in urban freight distribution (UFD) is the probability density function (PDF) of the variables that characterize the performance of the distribution routes. This article presents a method for modeling the PDF with an approach based on the Markov models, under the assumption that the present status of reliability of a route depends only on its immediate previous state. Currently, the PDF is obtained directly from the field, therefore an analytical model that provides certainty to the analysis is essential. The results are applicable both to the design of routes and operation of the same process. The originality of this work is based on the development of a methodological procedure to assess the reliability of the components of a path, complementary to current methodologies to calculate network reliability.
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1. Introduction

An urban freight distribution system with an incorrect design can sometimes cause an increase of up to 5% on the invoiced value of the goods, and also degrades the quality of service expected by the client [1,2]. Companies benefit from the important advantages of high agglomeration of production and consumption activities located within cities, (considered as entities with a greater influence in the dynamism of transport and its development). But at the same time, this means important challenges imposed by extern factors such as congestion of traffic and other barriers for the effective distribution of its products [3-6]. In this sense, the urban freight distribution (UFD) must at the same time adapt to new forms of consumption, and also adjust to the urban territory’s transformations that put new barriers to logistics operations [7-9].

Requirements of an agile coordination of human, material and financial resources at the UFD require establishing a well-structured plan of logistics operations. Otherwise, there is a risk of unexpected costs that would not only be reflected in the final price of a product, but also in a poor exposure and lost sales. Wishing to guarantee an effective logistics performance, a key factor is to know the level of operation of the system both in stable and uncertain states [10]. In fact, according to [11]: "in addition to factors such as time and cost, logistics performance increasingly depends on the reliability and predictability of the
supply chain." So "the reliability of the supply chain is one of the most important aspects in logistics performance".

Reliability in UFD is considered as: "the level of stability in the quality of the service offered by a system of routes" [12]. It is also known as distribution system robustness [13]. In this regard, a key element in assessing network reliability is the probability density function (PDF) of the variables that characterize the performance of the distribution routes, which is currently calculated empirically. This is why an analytical model is necessary.

This research contributes to the body of knowledge in the area, by offering a methodology for evaluating the reliability of the components of a distribution route, modeling the PDF on the basis of the Markov models. Accordingly, this contribution assumes that the current state of reliability of a route depends only on its immediate previous state. In this context, two main problems were identified to be solved for the analysis of reliability of a UFD network: 1) to determine its reliability and vulnerability to ensure an operational level of service; and 2) dynamically re-design the system of distribution routes considering predetermined restrictions regarding its set of nodes and edges. Given the scope of the topic, this article focuses on the resolution of the first issue. That is, with the objective of evaluating the reliability of the components of a UFD route, a modeling method of the PDF based on the theory of Markov models is exposed.

This document is structured as follows. In the following section 2, a critical analysis of previous approaches, and evaluation techniques reported in the literature is presented. Section 3 outlines the methodology used, emphasizing the phase of application of the Markov models. Section 4 presents the application of this methodology to a case study. Finally, section 5 presents relevant conclusions, as well as future research work.

2. Background

In the context of commercial distribution, the UFD activity is considered as the set of processes performed through the distribution chain, from the origin until the reception by the customer within an urban area [14]. In this sense, looking for improved distribution systems, decision makers are not only facing the definition of the location of warehouses and sale points, transportation, inventory level, but also the selection of distribution routes, all under a set of given restrictions [7].

In this regard, different strategies to improve the urban freight distribution have been implemented in recent years, among them: i) improvements in the processing of orders and customer service; ii) processes and operations of reverse logistics; iii) implementation of logistics operators with dedicated fleets; iv) location of logistics support in logistics centers, many-to-many delivery, multiple shipments, among others [11,15]. All these have been originated and modified routing design methods. The literature reports three classes of methods: 1) exact; 2) heuristics; and; 3) meta-heuristics methods [16].

2.1. Networks reliability

The analysis of network reliability has commonly focused on different aspects of the distribution and transport, such as: i) the reliability of connectivity (or terminal reliability, which means that distribution can be successfully completed between each pair of nodes); ii) reliability of the travel time (including the transportation of goods with success at a given time); and iii) the reliability of capacity (which considers the distribution adapted to a demand of traffic or load). All of them are associated with probabilities of occurrence of each event [17-18].

Another important aspect is also the vulnerability of networks. This latest is related to observable consequences in the distribution due to any failure or disruption on routes regardless of its probability of occurrence. These two concepts (reliability and vulnerability) are differentiated when considering the reliability as the operability level of the system, and vulnerability as the consequences of the non-operability [19].

Among the consequences of a distribution system with a low reliability, it is possible to observe: i) increase in the transit time of the goods; ii) loss of opportunity value; iii) total or partial default order; and iv) need to implement crisis plans. All these generate socioeconomic costs that were not previously considered.

2.2. Reliability evaluation methods

This paper defines a measure of reliability of a distribution system based on its topology and on the reliability of its components. One of the important elements to assess network reliability is the stage of defining the parameters or reliability indicators. The main common indicators are: 1) frequency of interruption, which indicates how many times a route has been disrupted over a period of time; 2) unavailability of the network, which measures the total time of disruption for a route over a period of time; 3) duration of disruption; [20].

However, another important indicator is the probability of failure, for which there are analytical methodologies and simulations. Among those with a focus on simulation, Monte Carlo technique is used. It should be noted that, meta-heuristics and genetic algorithms techniques are also used. On the other hand, the focus of analytical methods, include: i) techniques of frequency and duration; ii) minimum-cut method; iii) fault tree analysis; iv) Markov models; v) Boolean models; vi) the generating function [21].

However, these methodologies require the reliability value of each component of the route to determine the reliability of the whole route. All of them lack a procedure for evaluation; however, the Markov models were identified as an important base to measure the reliability of the every component through its PDF. Markov models are characterized by a logical approach to model complex systems and sequential events [22].

Since our research assumed that the current state of reliability of a route only depends on its immediate previous state, an approach based on the Markov models was appropriate. At the same time, we considered that taking samples of the reliability state of a route, at different moments, and if these samples are related to some indicators, it is then possible to make a dynamic analysis (feature which is lacking in other methods). A Markov model applied to the subject of distribution is defined as a stochastic model of evaluation of
reliability, associated with one of the default states of operation or not [22, 23]. However, it is important to note that Markov models allow obtaining the probability that the route resides in any of its possible states, but not the probability of failure or disruption at some certain time of operation.

3. Methodology

The methodology oriented to reliability assessment here exposed is composed by 3 stages: i) Evaluation of reliability factors; ii) Markov models; and iii) Evaluation of the path reliability.

3.1. Evaluation of reliability factors

The first phase determines the variables to consider as factors of reliability of a route. Based on the approach of reliability analysis (connectivity, travel time or capacity), these factors are specified by considering as route failure any incident or disruption that affects the optimal or expected operation of the route. Among some of the variables observed are: i) time; ii) reaction capacity; iii) cost of operation by unit transported; iv) effective deliveries; v) load capacity, etc.

For each unit of time during which the measurements of the reliability factors are carried out, an indicator, called reliability indicator, must represent them. To integrate this indicator, we must linearly combine all the study factors that consider as coefficients the importance weightings of each variable. Furthermore, to determine the reliability of the elements or nodes that make up the distribution route, it was due to obtain an indicator of reliability for each of them.

3.2. Markov models

In a second phase, Markov models were applied to estimate the reliability of each item (node) of the route. This was based on the measurements of the reliability factors, as well as on the reliability indicator [24]. This approach was organized around four parts:

a) Definition of the states of the process and mechanisms of transition between them

The performance states of the route can be defined a priori or a posteriori of the measurements of the reliability indicator. Consequently, based on [23, 25] the characteristics of the process were identified to define the mechanisms of transition between states. Therefore, if the probability that the process currently in a certain state changes to another state, we then say that the process is:

- **Recurrent**: If the probability is the same for two or more units of time;
- **Transitional**: If the probability is different for any two units of time;
- **Periodical**: If the probability is the same for any period of unit of time;
- **Absorvent**: If the probability is zero in any unit of time;
- **Complex**: If the probability is different to zero in any unit of time.

b) Selecting the Markov model

There are other attributes of the process to determine the type of model to be used when modelling a phenomenon.

First, it is important to confirm that the phenomenon is consistent with a behavior of Markov chains. This way, based on the frequency of measurements of the variables of the process and the classification of the possible states of the process, the type of Markov model is stated [20, 22].

Another important feature of the model is its homogeneity, i.e., the probability that the process currently in one of the states changes to another particular state is the same, regardless of the time in which the variables of the phenomenon are evaluated [19, 22].

c) Determining the probabilities of transition

The probabilities of transition between states indicate the probability of the process \( X \) to go from a state \( i \) to state \( j \) for each unit of time \( n \) [23], which are expressed as follows:

\[
p_{ij}(t_n) = \Pr(X(t_n) = j | X(t_{n-1}) = i) \quad (1)
\]

Then, for the case in which the probability of the process of going from state \( i \) to state \( j \) for \( k \) units of time is needed, the expression to compute it is [24]:

\[
p_{ij}^{(k)} = \Pr(X(t_k) = j | X(t_0) = i) \quad (2)
\]

Based on the characteristics and type of Markov model, as well as on the reliability of the process indicator measurements, transition probabilities were obtained [20], which in turn formed the transition matrix:

\[
A(t_n) = \begin{pmatrix}
p_{11}(t_n) & p_{12}(t_n) & \cdots & p_{1m}(t_n) \\
p_{21}(t_n) & p_{22}(t_n) & \cdots & p_{2m}(t_n) \\
\vdots & \vdots & \ddots & \vdots \\
p_{m1}(t_n) & p_{m2}(t_n) & \cdots & p_{mm}(t_n)
\end{pmatrix}
\]

\( i, j = 1 : m \)
\( m = \) process stages
\( t_n \) \( n \) \(-th measurement time\)

\[d) \text{ Analysis of the temporal evolution of the phenomenon}\]

This process is understood as predicting the state of a process at a certain time through transition matrices [22].

However, the analysis depends on the type of model:

- In the case of a discrete Markov chain, the transition matrix of \( k \) units of time is as follows:

\[
A^{(k)} = A(t_k) \cdot A(t_{k-1}) \cdot \cdots \cdot A(t_0) \quad (3)
\]

Where each component of the matrix is the probability of transition from one state to another in \( k \) units of time. If the discrete Markov chain is homogeneous, it is because:

\[
A(t_n) = A(t_{n-1}) = \cdots = A(t_1) = A(t_0) \\
\Rightarrow A^{(k)} = [A(t_0)]^k \quad (4)
\]

---

Table 1. Classification of Markov models [20]

<table>
<thead>
<tr>
<th>Time of observation</th>
<th>Discrete States</th>
<th>Continuous States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Markov chain</td>
<td>Discrete</td>
<td>Diffusion</td>
</tr>
<tr>
<td>Markov chain</td>
<td>Markov process</td>
<td>Diffusion</td>
</tr>
<tr>
<td>Markov chain</td>
<td>Markov process</td>
<td>Diffusion</td>
</tr>
</tbody>
</table>

Source: The authors

---

In the case of a continuous Markov chain, one of the techniques to analyze this type of stochastic processes is to solve differential equations [24,25]. Since the process is represented by a succession of values $X(t)$ representing the value of the process $X$ at any moment of time $t$, then the probability of transition from one state $i$ to state $j$, was defined as:

$$p_{ij}(t, t + h) = Pr(X(t + h) = j | X(t) = i)$$

Where, the matrix of transition was established as:

$$A(t) = \begin{pmatrix}
    p_{11}(t) & p_{12}(t) & \cdots & p_{1m}(t) \\
    p_{21}(t) & p_{22}(t) & \cdots & p_{2m}(t) \\
    \vdots & \vdots & \ddots & \vdots \\
    p_{m1}(t) & p_{m2}(t) & \cdots & p_{mm}(t)
\end{pmatrix}$$

Therefore, considering a homogeneous Markov chain, we obtained that the probability of each state at time $t + h$ was the linear combination of the probabilities of all states at time $t$ and the transition probabilities in infinitesimal time interval $(\Delta t)$ defined as $\lambda_{ij}$:

$$P_k(t + h) = P_k(t)\lambda_{k1}\Delta t + P_1(t)\lambda_{k2}\Delta t + \cdots + P_m(t)\lambda_{km}\Delta t$$

Based on the property that the sum of the probabilities of transition from one state to the other, the process is:

$$\sum_{i=1}^{m} \lambda_{ij} = 1 - \lambda_{jj} = \cdots = 1 - \lambda_{(j-1)j} - \lambda_{jqj} - \cdots$$

The result was that by replacing (7) in each equation (8) for each state, the equations system is:

$$P_1(t + h) = P_1(t)(1 - \lambda_{12} - \cdots - \lambda_{1m})\Delta t + P_2(t)\lambda_{12}\Delta t + \cdots + P_m(t)\lambda_{1m}\Delta t$$

$$P_2(t + h) = P_2(t)\lambda_{21}\Delta t + P_1(t)(1 - \lambda_{12} - \cdots - \lambda_{2m})\Delta t + \cdots + P_m(t)\lambda_{2m}\Delta t$$

$$\vdots$$

$$P_m(t + h) = P_m(t)\lambda_{m1}\Delta t + P_1(t)\lambda_{m2}\Delta t + \cdots + P_m(t)(1 - \lambda_{1m} - \cdots - \lambda_{(m-1)m})\Delta t$$

From which, applying algebra we obtained the following matrix system:

$$\begin{pmatrix}
    P_1(t + h) - P_1(t) \\
    \Delta t \\
    P_2(t + h) - P_2(t) \\
    \Delta t \\
    \vdots \\
    \vdots \\
    P_m(t + h) - P_m(t) \\
    \Delta t
\end{pmatrix} = \begin{pmatrix}
    P_1(t) \\
    P_2(t) \\
    \vdots \\
    P_m(t)
\end{pmatrix}$$

By solving this differential equations system, and considering the initial conditions of the process, the result is a system solution vector in which its components are the PDF of reliability states.

$$\begin{pmatrix}
    -\lambda_{11} - \lambda_{12} - \cdots - \lambda_{1m} \\
    -\lambda_{21} - \cdots - \lambda_{2m} \\
    \vdots \\
    -\lambda_{m1} - \cdots - \lambda_{(m-1)m} - \lambda_{mm}
\end{pmatrix}$$

### 3.3. Evaluation of the path reliability

In a third phase, once obtained the calculation of reliability of each node that is part of the distribution path, the reliability of the distribution network is computed. To do so, algorithms to assess the network reliability were used. An option was implementing the hybrid algorithm proposed by Jane Chin-Chia [26]. It not only calculates the reliability of a route, but also of all feasible routes based on nodes, edges, demand and distribution costs. It also displays a direct and practical reliability assessment.

The purpose of this algorithm is to compute the reliability of the route by organizing its components as reliable, not reliable, or stochastic, through the analysis of the characteristics of the route, stored in a $S$-item. The algorithm starts by considering as stochastic all possible routes formed by feasible nodes and edges for the distribution. Through iteration the classification of each route is determined. Finally, the algorithm ends when the $S$-item is absent from any stochastic route.

In the process of determining if a route is reliable or not, the reliability portion issued by this route is added to the network reliability on the previous iteration. If it is considered as stochastic, then each component of this route is analyzed to determine what parts are reliable or not, ending with the calculation of reliability of the route.

### 4. Application and analysis

To show the importance of the exposed work, a case study was used. The ABC Company is dedicated to the delivery and collection of mail and parcel service. It wishes to fulfill in time and form the service expectations offered to the customers.
Table 2. Failures observed at the node 1 during day 1.

<table>
<thead>
<tr>
<th>Units of 30 min.</th>
<th>No. of observed failures</th>
<th>Observed time of failure</th>
<th>Observed time of operation</th>
<th>Average time for failures</th>
<th>Availability for time</th>
<th>No. of deliveries affected by failure</th>
<th>No. of deliveries assigned</th>
<th>Average failures x connectivity</th>
<th>Availability for connectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>t0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>t1</td>
<td>2</td>
<td>5</td>
<td>300</td>
<td>2.5</td>
<td>0.983</td>
<td>1</td>
<td>50</td>
<td>0.5</td>
<td>0.98</td>
</tr>
<tr>
<td>t2</td>
<td>5</td>
<td>15</td>
<td>300</td>
<td>3</td>
<td>0.95</td>
<td>3</td>
<td>50</td>
<td>0.6</td>
<td>0.94</td>
</tr>
<tr>
<td>t3</td>
<td>7</td>
<td>25</td>
<td>300</td>
<td>3.571</td>
<td>0.916</td>
<td>7</td>
<td>50</td>
<td>1</td>
<td>0.86</td>
</tr>
<tr>
<td>t4</td>
<td>4</td>
<td>28</td>
<td>300</td>
<td>7</td>
<td>0.906</td>
<td>10</td>
<td>50</td>
<td>2.5</td>
<td>0.8</td>
</tr>
<tr>
<td>t5</td>
<td>3</td>
<td>12</td>
<td>300</td>
<td>4</td>
<td>0.96</td>
<td>2</td>
<td>35</td>
<td>0.66</td>
<td>0.942</td>
</tr>
<tr>
<td>t6</td>
<td>0</td>
<td>0</td>
<td>300</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>t7</td>
<td>6</td>
<td>7</td>
<td>300</td>
<td>1.16</td>
<td>0.976</td>
<td>4</td>
<td>35</td>
<td>0.66</td>
<td>0.885</td>
</tr>
<tr>
<td>t8</td>
<td>2</td>
<td>9</td>
<td>300</td>
<td>4.5</td>
<td>0.97</td>
<td>8</td>
<td>35</td>
<td>4</td>
<td>0.771</td>
</tr>
<tr>
<td>t9</td>
<td>3</td>
<td>20</td>
<td>300</td>
<td>3</td>
<td>0.95</td>
<td>10</td>
<td>50</td>
<td>3.33</td>
<td>0.8</td>
</tr>
<tr>
<td>t10</td>
<td>15</td>
<td>95</td>
<td>300</td>
<td>6.33</td>
<td>0.683</td>
<td>20</td>
<td>50</td>
<td>1.33</td>
<td>0.6</td>
</tr>
<tr>
<td>t11</td>
<td>11</td>
<td>120</td>
<td>300</td>
<td>10.90</td>
<td>0.6</td>
<td>25</td>
<td>50</td>
<td>2.27</td>
<td>0.5</td>
</tr>
<tr>
<td>t12</td>
<td>3</td>
<td>23</td>
<td>300</td>
<td>7.66</td>
<td>0.923</td>
<td>9</td>
<td>50</td>
<td>3</td>
<td>0.82</td>
</tr>
<tr>
<td>t13</td>
<td>0</td>
<td>0</td>
<td>300</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>t14</td>
<td>2</td>
<td>10</td>
<td>300</td>
<td>0.966</td>
<td>3</td>
<td>40</td>
<td>0</td>
<td>0.925</td>
<td></td>
</tr>
<tr>
<td>t15</td>
<td>2</td>
<td>9</td>
<td>300</td>
<td>4.5</td>
<td>0.970</td>
<td>7</td>
<td>40</td>
<td>3.5</td>
<td>0.825</td>
</tr>
</tbody>
</table>

Source: The authors

From the information collected, there were reliability indicators for each time period and each day. This information is presented in Table 3, by means of the following equation (based on the classification of States):

\[
l_i(t) = 1 - 25% \left( \frac{T_i}{VE TC(t)} \right) - 25% \left( \frac{1-D_i}{VE DC(t)} \right) - 25% \left( \frac{C_i}{VE CD(t)} \right) - 25% \left( \frac{1-D_i}{VE DC(t)} \right)
\]  

(11)

Where \( VC(X) \) is the critical value of the variable \( X \), which indicates the tolerance limit of \( X \) because of shortcomings in each period of time. For the case study, these are:

\[
VC(T_i) = 10, VC(D_t) = 0.80, VC(C_i) = 5, VC(D_c) = 0.80
\]  

(12)

From the information collected, there were reliability indicators for each time period and each day. This information is presented in Table 3, by means of the following equation (based on the classification of States):

\[
l_i(t) = 1 - 25% \left( \frac{T_i}{VE TC(t)} \right) - 25% \left( \frac{1-D_i}{VE DC(t)} \right) - 25% \left( \frac{C_i}{VE CD(t)} \right) - 25% \left( \frac{1-D_i}{VE DC(t)} \right)
\]  

(11)

Where \( VC(X) \) is the critical value of the variable \( X \), which indicates the tolerance limit of \( X \) because of shortcomings in each period of time. For the case study, these are:

\[
VC(T_i) = 10, VC(D_t) = 0.80, VC(C_i) = 5, VC(D_c) = 0.80
\]  

(12)
<table>
<thead>
<tr>
<th>ID</th>
<th>State Description</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Reliable</td>
<td>If (0.90 &lt; I(t) &lt; 1)</td>
</tr>
<tr>
<td>B</td>
<td>Operational</td>
<td>If (0.60 &lt; I(t) &lt; 0.90)</td>
</tr>
<tr>
<td>C</td>
<td>Stochastic</td>
<td>If (0.40 &lt; I(t) &lt; 0.60)</td>
</tr>
<tr>
<td>D</td>
<td>Uncertain</td>
<td>If (0.10 &lt; I(t) &lt; 0.40)</td>
</tr>
<tr>
<td>E</td>
<td>Not reliable</td>
<td>If (I(t) &lt; 0.10)</td>
</tr>
</tbody>
</table>

Source: The authors

### Table 5. Codification of \(I(t)\).

<table>
<thead>
<tr>
<th>Day</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t_0)</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>(t_1)</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>(t_2)</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_3)</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_4)</td>
<td>B</td>
<td>D</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td>(t_5)</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_6)</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>D</td>
</tr>
<tr>
<td>(t_7)</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_8)</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_9)</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>D</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>(t_{10})</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>D</td>
<td>D</td>
<td>B</td>
<td>D</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td>(t_{11})</td>
<td>D</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>B</td>
</tr>
<tr>
<td>(t_{12})</td>
<td>C</td>
<td>B</td>
<td>D</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>D</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_{13})</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_{14})</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_{15})</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>(t_{16})</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>A</td>
</tr>
</tbody>
</table>

Source: The authors

Once evaluated the reliability indicators, the PDF were determined for each state of the process; that is to say initiating the phase of Markov models to define the states of reliability (see Table 4).

The characteristics of the phenomenon related to the properties of Markov models were also into account. Considering that the process is transitory, absorbed in state \(E\), Table 5 is obtained, showing the encoding of the \(I(t)\).

Since the experiment was conducted during continued business days with consecutive units of time (with a discrete classification of states; and in compliance with the property of Markov, where the current state of the process depends only on the state during the previous time unit), to work with a continuous Markov chain was chosen.

Taken into account the ratios of change from one state to another, the transition matrix \(A\) was defined based on the coding of Table 4, which is represented as:

\[
\begin{bmatrix}
0.393 & 0.922 & 0.033 & 0 & 0 \\
0.606 & 0.722 & 0.533 & 0.4 & 0 \\
0 & 0 & 0.151 & 0.3 & 0.4 \\
0 & 0.033 & 0.133 & 0.2 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

For example, the process appears 33 times in state \(A\) (excluding states from final time \(t_{16}\)), but once in it, the process only remains in state \(A\) 13 times. So the transition probability is 0.393.

For the last part of the Markov modeling, the differential equation system was solved (DES). This system is representative of the reliability behavior of node 1. So the DES is represented as:

\[
\begin{bmatrix}
P_x(t) \\
P_y(t) \\
P_z(t) \\
P_u(t) \\
P_v(t)
\end{bmatrix} =
\begin{bmatrix}
0.606 & 0.092 & 0.033 & 0 & 0 \\
0.066 & -0.277 & 0.533 & 0.4 & 0 \\
0 & 0.151 & -0.7 & 0.4 & 0 \\
0 & 0.033 & 0.133 & -0.8 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}\begin{bmatrix}
P_x(t) \\
P_y(t) \\
P_z(t) \\
P_u(t) \\
P_v(t)
\end{bmatrix}
\]

(14)

Since the DES is linear and homogeneous with constant coefficients, to solve the eigenvalues and eigenvectors of the matrix associated with the DES, the eigenvalues were obtained by using the MATLAB® language:

\[
\lambda_1 = 0.0008, \lambda_2 = -0.5822, \lambda_3 = -0.7992, \lambda_4 = 0, \lambda_5 = -1.0008
\]

(15)

While the eigenvectors were:

\[
\begin{bmatrix}
v_1 \\
v_2 \\
v_3 \\
v_4 \\
v_5
\end{bmatrix} =
\begin{bmatrix}
-0.1583 \\
-0.9513 \\
-0.2519 \\
-0.0812 \\
0.0117
\end{bmatrix}
\]

(16)

And considering as initial conditions of the process:

\[
P_x(t_0) = 1, P_y(t_0) = P_z(t_0) = P_u(t_0) = P_v(t_0) = 0 \text{ with } t_0 = 0
\]

(17)

Then from (15), (16) and (17), the solution of the DES was defined by the vector in (18).

As a result, the reliability state of each node in the route for each time of unit of the same operation was obtained. By applying this phase of the methodology to each node in the route, a map of the reliability states of all nodes was obtained during all the time of operation

\[
\begin{bmatrix}
P_x(t) \\
P_y(t) \\
P_z(t) \\
P_u(t) \\
P_v(t)
\end{bmatrix} =
\begin{bmatrix}
0.5858 & -0.3796 & 0.3796 & 0.4 & 0 \\
0.3731 & 0.3976 & -0.6353 & 0.4 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1.074 & 0.2152 & 0.2715 & 0 & 0 \\
0.3402 & 0.4797 & 0.4797 & 0 & 0
\end{bmatrix}\begin{bmatrix}
P_x(t) \\
P_y(t) \\
P_z(t) \\
P_u(t) \\
P_v(t)
\end{bmatrix}
\]

(18)

5. Conclusions

The reliability evaluation of routes is a relevant issue in the design of urban freight distribution routes, but some current algorithms and techniques do not consider stages prior to the calculation of reliability. Therefore, combining in one methodology steps of analysis, such as: i) sampling of data; ii) classification of reliability levels; and iii) reliability of each node, enables the input and output information at every stage to being highly correlated with the final result of the methodology. i.e. the reliability calculation of the route is completely related to the information obtained on the field and its analysis through each phase.

With the methodology here presented, the reliability
evaluation of a route of urban freight distribution is simplified, from gathering information of the reliability factors to the evaluation of the route through the application of some algorithm. The methodology also offers the decision maker a useful tool to design and operate complex distribution routes.

Applying the technique of Markov models provides a dynamic analysis, i.e., it enables knowing the behavior of the elements that make up the distribution route at any time unit of operation. And, along with the quantitative measurement of reliability of each node involved in the route, it covers the opportunity area that was observed in different algorithms to evaluate the networks reliability.

Regarding the application, the probability density function (PDF), indicators was defined based on performance goals established for the case here analyzed. Likewise, a reliability approach was considered, based on two variables, which were connectivity and delivery time. The theoretical support for the analysis of reliability through Markov models is also explained, considering it as one of the contributions of this work. While the most important innovation is the use of Markov models, the balanced integration of all phases is important for the effectiveness of the methodology.

However, a key element is to note that the complexity of the methodology lies in the execution of the last phase, where the choice of the algorithm to assess the reliability of the route is at the discretion of the analyst. Consequently, three future works were identified. First, to compare the results of this application with other existing algorithms looking for an exact selection of the algorithm used during the last phase of the method. Second, strengthening the contribution of the first phase with the improvement in the evaluation of probability of transition between states. One option is through bayesian theory, due to the stochastic behavior of the distribution process. And third, standardizing the proposed methodology through the creation of a computer application, which would evaluate the reliability of the route, and design the optimal route based on costs, demands, and reliability.
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